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Machine unlearning [1,2] is the process of eliminating the effect of a given set of 
samples, known as the forget set, from a pretrained model. The aim of machine 
unlearning is to fulfill the “right to be forgotten”,  specified in Article 17 of General 
Data Protection Regulation (GDPR) [3], which grants the individuals such as patients 
the right to ask data holders including hospitals and medical centers to have their data 
“forgotten”. “Data forgetfulness” [4] in this regard implies that the data holders are 
obligated to not only remove the data of the given individuals from their storage systems 
but also unlearn the contribution of that data from any trained model. 
 
The most naive approach to machine unlearning is “exact unlearning”, where the 
model is retrained from scratch (with randomly initialized weights) on the dataset 
excluding the forget set. However, this approach is computationally expensive, 
especially for large (foundation) models and/or frequent unlearning requests. 
“Approximate unlearning” [2] addresses this challenge by performing the unlearning 
process in a more computationally efficient fashion.  
 
To evaluate the performance of approximate unlearning algorithms, the model obtained 
from the exact unlearning is employed as the gold standard.  Given that, more similarity 
between the models from a given approximate unlearning algorithm and exact 
unlearning implies better unlearning. To measure the similarity, we typically compare the 
accuracy or AURoC of the models separately on the forget set, retain set (whole 
dataset excluding the forget set), and the test set.  
 
Previous studies including SalUn [5] and DEL [6] mainly focus on proposing new 
approximate unlearning algorithms, evaluating the algorithms on non-medical datasets 
such as CIFAR-10 [7] and ImageNet [8]. To the best of our knowledge, the application of 
machine unlearning on medical data, especially on histopathology images is still 
underexplored. 
 
This project aims to investigate the performance of the existing approximate 
unlearning algorithms on pathology images, focusing on the patch-level and 



slide-level classification tasks. Unlike the datasets used in many previous studies, 
where the samples are considered to be uncorrelated (i.e. belonging to separate 
individuals/entities), the samples, e.g. patches, in pathology images might belong to the 
same patient. This characteristic of pathology data makes the unlearning process more 
challenging. This is because even if a few patients ask for data forgetfulness, the 
contribution of many patches corresponding to their whole slide images must be 
unlearned from the model, which might lead to “catastrophic unlearning”, in which the 
unlearned model might not be generalizable anymore. 
 
This project is based on foundation models including the Vision Transformer (ViT) 
architecture [9] (ViT_small and ViT_base versions). The steps of the project are as 
follows: 

1. CRC [10], MHIST [11], and/or CCRCC [12] are employed as datasets, where 
each dataset is divided into three subsets: the retain set, forget set, and test 
set. The images/patches of a given patient must belong only to one of the 
subsets.  

2. The models are trained/fine-tuned using self-supervised frameworks such as 
DINOV2 [13] and/or MAE [14] on the train set (retain set + forget set). 

3. Exact unlearning, full fine-tuning, SalUn, and DEL are employed as the 
unlearning algorithms, taking the pretrained model, retain set, forget set, and 
algorithm-specific hyper-parameters as arguments, and aim to unlearn the 
contribution of the forget samples from the model, while still keeping the 
contribution of the retain samples. 

4. The unlearned models from approximate unlearning (i.e. full fine-tuning, SalUn, 
and DEL) are compared with the model from exact unlearning on the retain set, 
forget set, and test set. The smaller difference between the accuracy/AURoC 
values from a given approximate unlearning algorithm and exact unlearning on 
the retain and forget sets implies better unlearning, and on the test set means 
better generalizability. 

5. The experiments are repeated with different unlearning ratios (i.e. different 
sizes of the forget set e.g. 10%, 20%, and 30% of all patients) to investigate the 
catastrophic unlearning phenomenon in the context of pathology image data. 
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