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1 Background and Methodology

Pathologists commonly use immunohistochemistry (IHC) for advanced tissue evaluation. This staining
technique employs colorized antigen-specific antibodies to visualize the presence or absence of particular
proteins. For example, HER2 staining visualizes the presence and spatial distribution of the human
epidermal growth factor receptor 2 (HER2) in breast and gastric cancers (Fig 1), an important marker
for breast cancer treatment decisions [LZX+22, HLW+22].

Hundreds of different IHC stains exist and manual IHC assessment is prone to subjectivity. There-
fore, objective and automated analysis is favorable. To cover a wide range of different IHC stains, an
IHC-based foundation model is needed. Existing pathology foundation models (FMs) [CDL+24,
ZVV+24, WZM+24] are predominantly trained on slides stained with hematoxylin and eosin (HE) and
therefore cannot easily be applied to IHC-based diagnostic tasks.

In this proposal, our objective is to develop a foundation model trained directly on IHC
slides to enable more accurate automated analysis, and to facilitate downstream tasks such as staining
estimation and cancer subtype classification, ultimately improving clinical decision making.

Figure 1: HE (left) and HER2 (right) staining on a breast cancer slide. While current models in
pathology focus on HE slides as the most common staining technique, this project aims to build a FM
for the IHC-stained images.

2 Dataset and Resources

The TUM Pathology produces over 30000 IHC slides per year that can potentially be used to build a
foundation model. All slides since 2020 are digitized. The student will get access to the institutional
compute cluster that is sufficient to train and evaluate the model. Ethical approval of the project is
available.

https://schuefflerlab.org/


3 Tasks

• Review of the literature on automatic IHC analysis.

• Data compilation and curation for IHC from the TUM pathology slide repository. Curation
refers to filtering relevant stainings.

• Training of an IHC FM. The self-supervised training framework (DINOv2 [ODM+23]) is available.

• Implementation and evaluation of at least two downstream IHC analysis tasks (e.g., staining
estimation pipelines for MIB-1 [SFO+13], ER [NME+20], PR [GJW+21] and/or HER2 [BLP24]
)

• Draft a manuscript for publication.

4 Requirements

Basic knowledge in at least two of the following areas:

• Deep Learning, Vision Transformers, Machine Learning

• Linux, Python, Pytorch, and distributed GPU training

• Medical images, especially pathology images

• Master seminar CuToMeMaLeCoPa(IN2107, IN4514) or I2DL(IN2346) or ML(IN2064)

• Your desire to pursue a PhD degree is a plus

• Handling sensitive (clinical) data requires

5 Supervision and Contact

The successful candidate will be supervised by Jingsong Liu and Prof. Peter Schüffler. If you are
interested, please send us a brief description of your relevant experiences together with your grade
transcript to jingsong.liu@tum.de.
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